ISTANBUL TECHNICAL UNIVERSITY % GRADUATE SCHOOL OF SCIENCE
ENGINEERING AND TECHNOLOGY

ENSEMBLE BASED FEATURE SELECTION WITH HYBRID MODEL

M.Sc. THESIS

Ceylan DEMIR

Department of Mathematical Engineering

Mathematical Engineering Programme

JUNE 2019






ISTANBUL TECHNICAL UNIVERSITY % GRADUATE SCHOOL OF SCIENCE
ENGINEERING AND TECHNOLOGY

ENSEMBLE BASED FEATURE SELECTION WITH HYBRID MODEL

M.Sc. THESIS

Ceylan DEMIR
(509161204)

Department of Mathematical Engineering

Mathematical Engineering Programme

Thesis Advisor: Assist. Prof. Dr. izzet GOKSEL
Co-advisor: Assoc. Prof. Dr. Siireyya AKYUZ

JUNE 2019






ISTANBUL TEKNIK UNIVERSITESI % FEN BILIMLERI ENSTITUSU

HIBRIT MODELI ILE TOPLULUK TEMELLI OZNITELIK SECIMI

YUKSEK LISANS TEZI

Ceylan DEMIR
(509161204)

Matematik Miihendisligi Ana Bilim Dah

Matematik Miihendisligi Programi

Tez Damismani: Dr. Ogr. Uyesi Izzet GOKSEL
Es Damisman: Doc. Dr. Siireyya AKYUZ

HAZIRAN 2019






Ceylan DEMIR, a M.Sc. student of ITU Graduate School of Science Engineering
and Technology 509161204 successfully defended the thesis entitled “ENSEMBLE
BASED FEATURE SELECTION WITH HYBRID MODEL”, which she prepared af-
ter fulfilling the requirements specified in the associated legislations, before the jury
whose signatures are below.

Thesis Advisor :  Assist. Prof. Dr. Izzet GOKSEL ...
Istanbul Technical University

Co-advisor : Assoc. Prof. Dr. Siireyya AKYUZ ...,
Bahgesehir University

Jury Members : Prof. Dr. Nalan ANTAR L,
Istanbul Technical University

Assoc. Prof. Dr. Ilkay BAKIRTAS AKAR  .......ccccocooovveiuennnan.
Istanbul Technical University

Assist. Prof. Dr. Tarkan AYDIN
Bahcesehir University

Date of Submission : 3 May 2019
Date of Defense : 17 June 2019






vii

To my family,






FOREWORD

First, I would like to emphasize my gratitude to my advisor Assist. Prof. Dr. Izzet
Goksel for his helpfulness and encouragement. Moreover, I am truly indebted and
thankful to my co-advisor Assoc. Prof. Dr. Siireyya Akyiiz for her guidance during
preparation, encouragement with scientific point of view and high level of enthusiasm.
I am also grateful for her valuable feedback and organization as well as the amount of
time she has reserved for my queries and development. I would never imagine that this
research work would be this exciting and fruitful. Furthermore, I would like to thank
Prof. Dr. Nalan Antar, Assoc. Prof. Dr. Ilkay Bakirtas Akar and Assist. Prof. Dr.
Tarkan Aydin for participating in my thesis committee and giving me feedback.

Besides, I would like to state my appreciativeness for my friends Ammar, Merve, Esma
and Hayriye. You have been great in keeping me up and helping me to overcome this
process.

Last but not least, my sincere thanks will be to my family for all their patience and
support. I am the luckiest person on earth to have this awesome family.

June 2019 Ceylan DEMIR
(Mathematical Engineer)

iX






TABLE OF CONTENTS

Page

FOREWORD ix
TABLE OF CONTENTS xi
ABBREVIATIONS .. Xiii
SYMBOLS XV
LIST OF TABLES .Xvii
LIST OF FIGURES Xix
SUMMARY . xxi
OZET xxiii
1. INTRODUCTION ..... . . wo 1
1.1 PUIpOSE Of TRESIS .eeuuvieiiiiiiiiiiiiieeiieeeiee ettt ettt 4
1.2 HYPOUNESIS ..cvvieeniiieeiiie ettt ettt ettt ettt et e e ate e st e et e e snbae e 4

2. LITERATURE REVIEW..... e w 5
2.1 Ensemble Learning..........coocveeiieriiiiiiieeiieesiie ettt 5
2.1.1 Data Variation .........ccceceerieriienieniienieeieesie ettt st 6
2.1.1.1 Bootstrap aggregation (Bagging)........cccccceeveeeriiiiniiniieinieeneeene 6

2.1 1.2 BOOSHNE ..ccuiiiiiiieeiie ettt ettt ettt ettt et e st e et esbee e 7

2.1.2 Function Variation.........ceeeerieeniienienieeieeniee sttt 8
2.1.2.1 Information theoretical based feature selection methods ................ 12

2.1.2.2 Sparse learning based feature selection methods............cccceevuueennne. 13

2.1.2.3 Statistical based feature selection methods..........cc.cccooeervcrnieneenee. 13

2.1.2.4 Similarity based feature selection methods .........c..ccceeveernieeneeennn. 14

2.1.3 Hybrid vVariation...........coecueeeriieiniieeiiieeieeeriee ettt e e e 18

2.2 ClaSSTICATION «...euueiiuiieiieeieeieeeite ettt sttt ettt e st saeeeeeens 18
2.2.1 LOGISHC TEETESSION. ...ccueeeurirurieiienieeniteeteereesieeereereesreeseee e e e seeesene e 19
2.2.2 Naive Bayes Classifier........coooueiviiiiiiiiiniiieiieeieecieeeeesee e 19
2.2.3 DECISION IIEES ...uvveeureeniieniteaiieeieenite et et et e site et e bt e bt e st sabe e bt e sbeesareeae 19
2.2.4 Random fOTESES ......ccovuiiiruiieriiieiiiieeiieeeite ettt ettt 19
2.2.5 Support VeCtor MACKINES ........eevueerriiieniieeniee ettt siee e 20

2.3 Ensemble Pruning Methods..........ccveeriieeiiieniiecieeeieeee e 23
2.3.1 Ordering-based pruning method...........cccooeeviiiiiiiieniiniiececeeeee 23
2.3.1.1 Kappa pruning method ...........ccoeceeeviiiniiiiiiieniieeeeeiee e 24

2.3.1.2 Kappa-error diagram pruning method ............ccceevviiieiiniiieenniieenn. 24

2.3.1.3 Orientation pruning method...........ccceceeviieriiriiinienienieceeneeeen 25

2.3.1.4 Complementary measure method ............cceecveeviiiiinieeniieinieenieeene 26

2.3.2 Clustering-based pruning method............ccoeecviiiiniiiiiiniiieeeieee e 27
2.3.3 Optimization-based pruning method ...........cccccoceevieniiniiniieniencnee 27
2.3.4 Other pruning Methods ...........covouieeiiieriiiieiie e 27

xi



3. THE PROPOSED MODEL . . . . . S 29

3.1 Hybrid MOdel ......oouiiiiiiiiiieeeee et 30
3.2 Hybrid Model with Joint Criterion Ensemble Pruning Method...................... 31
4. MATERIALS AND EXPERIMENTAL SETUP......... cesseesnesseesnessessassane 35
4.1 DAtA SO .. 35
4.2 SOFIWATE ...ttt sttt st 36
5. EXPERIMENTAL RESULTS ...coucevinicnisecsnissecssessecssecsasssessassssssassssssssssssssssss 37
6. CONCLUSIONS AND RECOMMENDATIONS ......cccevuerecrenensessessessecsecsenes 41
REFERENCES .....uuiiiiiniinininsninsnnssessssssecssessessssssasssessasssesssssssssasssssssssssssssssssssesss 43
CURRICULUM VITAE . reesesseesessassnesassassaesassaesaanes 48

Xii



ABBREVIATIONS

CMIM
DISR
DVM
Eq.
ICAP
JMI
KKT
MIM
MRMR
NMI
QP
SNMI
SVM

: Conditional Mutual Information Maximization
: Double Input Symmetrical Relevance

: Destek Vektor Makinesi

: Equation

: Interaction Capping

: Joint Mutual Information

: Karush-Kuhn-Tucker

: Mutual Information Maximization

¢ Minimum Redundancy Maximum Relevance
: Normalized Mutual Information

: Quadratic Problem

: Sum of Normalized Mutual Information

: Support Vector Machine

xiil






SYMBOLS

Acc(.)

EFERNNX=Itn
. g !
T

Si

: Accuracy function

: Number of classes

: A signature vector of classifier i

: Distance metric

: Non-pairwise diversity function

: Ensemble

: Training subsets

: Entropy function of a random variable X

: Conditional entropy function of X given another discrete random variable Y
: Information gain between X and Y

: Indicator function

: Feature score

: Pairwise diversity measure

: Kernel function

: Library of classification solutions

: The rest of feature selection methods in the library after pruning
: Margin

: The number of instances from class j

: Data samples to x; with the same class label

: Data samples to x; with a different class label

: The time complexity of the orientation ordering method
: Joint probability of x; and y;

: Selected feature set

: Subensemble

: Normal vector to hyperplane

: Input vector

: Random variables

: Selection set

: Training data set in the study of Kuncheva and Whitaker
: Lagrange multipliers

: The mean feature value

: The mean feature value on class j

: Slack variables

: The standard deviation of feature value on class j

: Objective function

XV






LIST OF TABLES

Table 2.1
Table 2.2
Table 3.1
Table 3.2
Table 4.1
Table 5.1

Table 5.2
Table 5.3

Table 5.4

Table 5.5

Table 5.6

Page
: The pseudocode of bagging ensemble learning. ..........cccccevveenvennnne. 7
: The pseudocode of AdaBoost ensemble learning. ............ccccveeeuneennee. 8
: The pseudocode of Hybrid Variation. .........cccccceevveeriieiniiennieenieennn. 30
: The pseudocode of multi-class SVM with Hybrid Model. ................. 31

: Number of Twitter users described from birthday tweets by age

CALBZOTY. 1uevreeeeureeeeesitteeeestteeessreeeessasteeeaansseeesansaeeesansseeessnsseessnnnseeennns 36

: The accuracy of hybrid variation with non-pairwise diversity of

Joint Criterion for different size of subset. ........coovvveevvveeeeiiiieiiiininnnnnn. 38

: The accuracy of data variation for utilized feature selection methods. 38
: The accuracy of hybrid variation with pairwise diversity of Joint

Criterion when o = 0.5 for different size of SUbSet.......ccevueeveevenneenne. 39

: The accuracy of hybrid variation with pairwise diversity of Joint

Criterion when o = 0.6 for different size of SubSet........cveeeeeveeeeeenneen. 39

: The accuracy of hybrid variation with pairwise diversity of Joint

Criterion when o@ = 0.7 for different size of subset........ccceeevevvieeennnn. 40

: The accuracy of hybrid variation with pairwise diversity of Joint

Criterion when o = 0.8 for different size of Subset.......ccoveeveevvuneneeees 40

Xvil



Xviii



LIST OF FIGURES

Page
Figure 2.1 : Framework of Ensemble Learning. .........cccccccevveiiiiiiniiiinieeniienen. 6
Figure 2.2 : Function variation and aggregation methods............ccccceevveeriunennnnen. 9
Figure 2.3 : A general framework of supervised feature selection. ...........cc......... 10
Figure 2.4 : A general framework of unsupervised feature selection. .................. 10
Figure 2.5 : A general framework of semi-supervised feature selection. ............. 11
Figure 2.6 : Feature selection algorithms from the data perspective. ................... 11
Figure 2.7 : Feature selection algorithms in four groups. ......cccccceevvveviniverieennen. 11
Figure 2.8 : A linear Support Vector Machine. .........cccceccveeviiiieniieniieeniieeee e, 20
Figure 2.9 : Error curves of the original ensemble (aggregated in random
order) and ordered ensSembIe.............ccceceviieieiiiieiiiiieeee e 24
Figure 2.10: Instances of kappa-error diagrams on credit-g data set. .................... 25
Figure 5.1 : The graph of pruned ensemble model with non-pairwise diversity... 38

Figure 5.2 :

Graph of the comparison of Joint Criterion with non-pairwise

diversity and Data Variation.............ccceeveeeriieniieeinieeniie e 39

Xix






ENSEMBLE BASED FEATURE SELECTION WITH HYBRID MODEL

SUMMARY

Today with the development of technology, especially in the field of information
technology, “Big Data” concept emerges. The amount of accumulated data is
increasing day by day, for this reason the big data concept has reached an important
place. However, the collected big data is not a meaningful collection of information
in its raw form, it has to go through a variety of procedures. Therefore, “Machine
Learning” techniques are frequently used to obtain meaningful data from big data.

Machine Learning research area has highly significant techniques, one of them are
Feature Selection Methods. Feature selection is one of the core concepts in machine
learning that extremely impacts the performance of the model, because it serves as
a fundamental technique to direct the use of variables to what is most effective and
efficient for a given machine learning model. However, utilizing feature selection
methods alone is not sufficient to improve the performance of the model. Therefore,
ensemble based techniques were proposed in the literature. Combination of several
feature selection methods and variation in data set aspects were developed under favour
of ensemble based techniques. There are three kind of generation approaches analyzed
in the literature to generate a diverse ensemble library: Data variation, function
variation and hybrid variation. In this study, the proposed model is consubstantiated
with hybrid diversity ensemble learning technique and pruning.

In brief, the task for “Hybrid Variation” method, which includes both “Data Variation”
and “Function Variation” methods with multi-class classification especially “Support
Vector Machine” (SVM), is proposed. In addition, the study contains “Joint Criterion”
ensemble pruning method.

In Chapter 1, general introduction of machine learning and methods in the literature
are mentioned. Besides, purpose of the thesis and hypothesis are given.

In Chapter 2, literature reviews about all methods that are utilized in this study are
given. In this part, there are three main sections: Ensemble learning, classification
and ensemble pruning techniques. Regarding ensemble learning, there are following
subsections: Data variation, its definition and methods, function variation, its
definition, techniques which are in the literarture and hybrid variation. Regarding
classification, several classification methods are mentioned; however, the base
classifier of the model, i.e. SVM is extensively described. Finally, ensemble pruning
and its several methods are given.

In Chapter 3, the proposed model “Ensemble Based Feature Selection with Hybrid
Model” is explained in detail. The combination of data diversity and function diversity
which constructs the hybrid model is given firstly, and then integration of joint criterion
pruning approach is clarified step by step.

Xxi



In Chapter 4, the materials which are used in the model and experimental setup are
mentioned.

In Chapter 5, experimental results and their explanation are given.

At last, conclusion and recommendations are mentioned. The results of the study and
possible future projects are discussed in this chapter.
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HIBRIT MODELI ILE TOPLULUK TEMELLI OZNITELIK SECIMI

OZET

Giintimiizde teknolojinin gelismesiyle, 6zellikle bilgi teknolojileri alaninda, “Biiyiik
Veri” kavrami ortaya ¢cikmistir. Biriken veri miktar giin gectikce artmakta, bu nedenle
biiylik veri kavrami onemli bir yere sahip olmustur. Bununla birlikte, toplanan biiyiik
verilerin ham formu, anlaml bir bilgi toplami degildir; anlamli hale gelebilmesi icin
cesitli islemlerden gecmesi gerekir. Bu nedenle biiyiik verilerden anlamli bilgiler elde
etmek icin “Makine Ogrenimi” teknikleri siklikla kullanilir.

Ham veri, makine 6grenmesi algoritmasina girdi olarak verildiginde bu makine
icin kullanilabilir bir veri olmamaktadir. Algoritmanin yorumlayabilecegi forma
doniistiirmek igin literatiirde gesitli yontemler kullanilmaktadir. "Oznitelik Cikarimi"
bu yontemlerden biridir. Bir kan verisi ele alinirsa, kan ham haliyle herhangi
bir anlam ifade etmemekte, ancak cesitli testler uygulandiktan sonra ortaya ¢ikan
kandaki kolestrol miktari, alyuvar sayisi, antikor sayis1 gibi daha anlamli veriler ile
kan hakkinda yorum yapilabilmektedir. Iste bu 6rnekte belirtilen kolestrol miktari,
alyuvar sayisi, antikor sayis1 gibi daha anlamli veriler, 6znitelik olarak adlandirilmakta,
bu Oznitelikleri elde etmeye yarayan tekniklere de Oznitelik c¢ikarimi yontemleri
denmektedir. Eger kullanilan veri kiimesinin tahmin edilmesi istenen bilgileri 6nceden
biliniyorsa, yani veri kiimesi etiketli ise, Oznitelikler ¢ikarildiktan sonra cesitli
siniflandirma yontemleriyle modelin tahmin sonucu ve performansi hesaplanabilir.
Ancak veride etiket bilgisi bulunmuyorsa, bu 6znitelikler cesitli kiimeleme yontemleri
icin girdi olarak kullanilir ve sonug elde edilir. Bununla beraber, veri kiimesindeki bazi
veriler etiketli, bazilar ise etiketsiz olabilir. Bu durumda, etiketli veriler icin cesitli
siniflandirma algoritmalari, etiketsiz veriler icin ise cesitli kiimeleme algoritmalar
kullanilir ve elde edilen modelin performansi bu sekilde hesaplanir.

Ham veriden cikartilan her 6znitelik, ulasilmak istenen hedef bilgiyi elde etmede
bir anlam ifade etmeyebilir. Iste bu noktada, makine 6grenimi alanindaki bir diger
yontemin, “Oznitelik Se¢me” yontemlerinin énemi ortaya cikmaktadir. Oznitelik
secimi, makine 6greniminde modelin performansini énemli dl¢giide etkileyen temel
kavramlardan biridir. Degiskenlerin kullanimini belirli bir makine 6grenme modeli
icin en etkili ve en verimli olan yonteme dogru yonlendirmek i¢in Oznitelik secimi
yontemleri siklikla kullanilir. Elde edilmek istenen sonuca ulastiracak ozniteliklerin
secimi bu yontemlerle yapilir, boylelikle kurulan modelin hiz1 ve performansi 6nemli
Olciide artar.

Bununla birlikte, sadece Oznitelik secme yontemlerinin kullanilmasi, modelin
performansini artirmak i¢in her zaman yeterli olmayabilir. Bu nedenle literatiirde
“Topluluk Temelli Teknikler” 6nerilmistir. Topluluk temelli teknikler ile 6ne siiriilen
hipoteze gore, model iizerinde bir 6znitelik secimi yontemi kullanmak yerine birden
fazla yontemin ayni anda kullanilmasi, modelin sonucunun daha kesin olmasini
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saglamaktadir. Ayrica kullanilan veri kiimesini rastgele bolerek elde edilen alt veri
kiimelerinin aym: anda kullanimi da model sonucunu etkileyen bir diger onemli
hipotezdir.

Cesitli Oznitelik secim yoOntemlerinin kombinasyonu ve veri kiimesi varyasyonu
yontemleri, topluluk temelli teknikler lehinde gelistirilmistir. Literatiirde veri kiimesi
varyasyonu, fonksiyon varyasyonu ve hibrit varyasyon olarak gruplanabilen ii¢ tiir
topluluk temelli yaklagim vardir. Hibrit varyasyonu, ayni anda hem birden fazla
Oznitelik se¢me yontemi hem de alt veri kiimelerinin kullanilmasiyla olusturulmus,
topluluk temelli bir yontemdir.

Tiim bunlara ek olarak topluluk temelli model icerisindeki her elemanin, modelin
sonucunu iyilestirdigi soylenememektedir. Iste bu noktada modelin performansini kétii
etkileyen elemanlar, c¢esitli yontemlerle topluluktan ¢ikartilir. Bu yontemler biitiiniine
"Topluluk Budama Yontemleri" denmektedir. Topluluk budama yontemleri modelin
performansini ve kesinligini 6nemli 6l¢iide etkileyen yaklagimlardir.

Bu calismada, Onerilen model hibrit cesitlilik toplulugu 6grenme teknigi ile
gelistirilmis ve topluluk budama yontemi ile desteklenmistir.

Bu tez calismasinda Onerilen model, veri kiimesi varyasyonu yontemi ve fonksiyon
varyasyonu yonteminin kombinasyonuyla olusturulan hibrit modeldir. Hibrit model
izerinde siniflandirma sonuglarini elde etmek i¢in “Destek Vektor Makinesi (DVM)”
kullanilmis, elde edilen sonu¢ matrisine “Ortak Kriter” topluluk tabanli budama
yontemi uygulanip daha iyi ¢oziimler elde edilmistir.

Bu calismanin birinci boliimiinde makine 6greniminin genel tanitimi ve literatiirdeki
yontemlerden genel hatlariyla bahsedilmistir. Ayrica, tezin amaci ve hipotezi de bu
boliimde verilmistir.

Ikinci boliimiinde, bu calismada kullamilan tim yontemler hakkinda literatiir
aragtirmalarina ve gecmiste yapilmis olan calismalara yer verilmistir. Bu boliim
topluluk 6grenmesi, siniflandirma ve topluluk budamasi olmak iizere ii¢ alt bagliga
boliinmiistiir.  Topluluk 68renmesi boliimiinde, veri kiimesi varyasyonu, tanimi ve
yontemleri, fonksiyon varyasyonu, tanimi, literatiirde olan 6znitelik se¢imi teknikleri
ile hibrit varyasyonu ve genel tanimina yer verilmistir. Simiflandirma alt bagliginda,
birka¢ siniflandirma yoOnteminden genel hatlariyla bahsedilmis; bununla birlikte,
Onerilen modelin temel simiflandirma yontemi olan DVM hakkinda genis tanim ve
matematiksel alt yapist anlatilmistir. Ve son alt baslik, topluluk budama yontemleri
boliimiinde, tanimlar ve literatiirde Onerilmis topluluk budama alt-yontemlerine yer
verilmistir.

Bu tez ¢alismasinin iiclincii boliimiinde, 6nerilen “Hibrit Model ile Topluluk Tabanl
Ozellik Se¢imi” ayrintili olarak agiklanmgtir.  Oncelikle toplulugu olusturmak
icin kullanilan “Torbalama” ve sekiz Oznitelik secimi yonteminin kombinasyonuyla
olusturulmusg hibrit modelin yapis1 ve sozde kodlarina yer verilmistir. Buna gore,
kullanilan veri kiimesi yiizde 80’1 egitim, yiizde 20’si test veri kiimesi olarak ayrilmais,
egitim veri kiimesinden torbalama yontemiyle, her torbada yiiz veri olmak iizere
otuz torba iiretilmistir. Uretilen her torbaya ayr1 ayr sekiz 6znitelik se¢im yontemi
uygulanmigtir. Bu Oznitelik secim yontemleriyle torbalardaki her 6rnek icin yiiz
Oznitelik secilmigstir. Daha sonra DVM coklu-sinif siniflandirma yonteminin entegre
edilmesi anlatilmig, ardindan sézde kodu belirtilmistir. Elde edilen ¢oziim matrisi
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izerine, her torbaya ve her 6znitelik secimine olmak iizere, ortak kriter budama teknigi
entegre edilmis ve alt bir ¢oziim matrisi elde edilmistir.

Ortak kriter budama teknigi icin literatiirde Onerilen yontem, kiimeleme problemleri
izerinde uygulanmig, ancak bu ¢alismada 6znitelik se¢imi yontemlerinin siniflandirma
cOziimleri iizerinde uygulanmistir. Buna ek olarak literatiirde kiimeleme problemlerine
uygulanan budama teknigi, ikili cesitlilikleri icermektedir. Bu ¢alismada hem ikili
cesitlilik iceren ortak kriter budama yontemi hem de ikili olmayan cesitlilik ile ortak
kriter budama teknigi kullanilmistir. Topluluk budama yontemi uygulanirken topluluk
alt kiime kardinalitesi dort, bes, alti, yedi ve sekiz olacak sekilde secilerek hangi
Oznitelik yontemlerinin kesinlik ve cesitlilik olusturma acisindan daha iyi oldugu
saptanmigtir.

Doérdiincii boliimiinde, modelde girdi olarak kullanilan veri kiimesi 6zellikleri ve
caligsmada kullanilan platformlardan bahsedilmistir.

Calismanin besinci boliimiinde deneysel sonuglar ve bunlarin aciklamalar1 verilmistir.
Bu aciklamalar tablo ve sekillerle desteklenmistir.

Son boliimiinde, sonu¢ ve Onerilerden bahsedilmistir. Elde edilen sonuclara gore,
topluluk boyutu cok biiyiik olmadig: i¢in ikili cesitlilik iceren budama yontemi ile
bir ve sekiz arasindaki kardinalitilerde en kesin sonu¢ elde edilmemis, toplulugun
kardinalitesi artirildik¢a kesinligin genel olarak arttig1 gozlenmistir. Ancak literatiirde
kullanilmamus ikili olmayan cesitlilik iceren budama yontemi ile, topluluk boyutu
kiiciik olmasina ragmen istenen sonu¢ elde edilmis, boylece literatiire bir katkida
bulunulmustur. Gelecekte yapilacak calismalarda farkli tip veri iceren ve farkli
biiytikliikklere sahip birden fazla veri kiimesine bu yontemler uygulanabilir. Ayrica
toplulugun boyutu artirilarak, yani daha fazla 6znitelik se¢me yontemi kullanilip daha
fazla torba iiretilerek, cikan sonuglar incelenebilir. Tezde kullanilan yontem diginda
bagka torbalama yontemleri de kullanilarak ortaya cikan sonuclar kiyaslanabilir.
Buna ek olarak, bu ¢alismada kullanilan DVM siniflandirma yontemi disinda farkl
siniflandirma yontemleri kullanilarak modellerin bagsarimlar: karsilastirilabilir.
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1. INTRODUCTION

Developments in the assemblage and depot of digital data have caused a tremendous
increase of stored data. On the other hand, the rapid digitalization of life, the Internet
becoming an integral part of daily life, and the widespread use of technology as an
acceptable commodity have increased collected data. This kind of data, the so-called
Big Data, can be obtained from various industrial organizations and production sites,
banks, educational institutions and organizations, health institutions and government
sources, especially in the social media fields. However, it is worthless unless the big
data is processed. The process, in which stacked data is processed and converted
into meaningful information, is called “Data Mining”. Basically, data is divided into

predefined classes according to their attributes by using data mining techniques.

By obtaining meaningful data from big data, banks can increase customer satisfaction,
take measures against possible fraud, production areas can increase productivity and
diversity in production, governments can take measures against possible threats,
educational institutions and organizations can determine the best educational model
for students, sales oriented firms can increase their profits, improvements can be made
in these and many other areas. Therefore, processing of the collected data and getting

meaningful results from them has become important in many areas.

Data mining includes many areas of work, such as statistics, database technologies,
machine learning, deep learning, artificial intelligence and visualization and it works
as interdisciplinary group of methods. Generally, all these disciplinary fields feed
each other; especially machine learning and data mining often use the same methods.
At this point, the importance of Machine Learning Algorithms, the most well-known

techniques for data mining, become apparent [1].

The most fundamental definition of machine learning is a data analytics technique
that is used for analysis of diversified kind of data and teaches computers to learn
from experience. Basically, it is based on the principle of automatic learning and

development. Machine learning, with various algorithms and methods, tries to find



out some patterns in the data and learns by looking at the corresponding labels firstly,
after that, develops systems that can make deductions by taking advantage of their
experience. This possibility is provided by many algorithms that use various statistical
and mathematical approaches. One or more of these methods and algorithms are used
together to construct a model. This construction aims to run the model in a more

efficient and fast manner.

The major goal in machine learning is to forecast future actions by using prior
observations. In the availability of adequately large data and parameters, machine
learning can make more correct predictions about future compared to people. Machine
learning algorithms are usually grouped into four types: Supervised Learning,
Unsupervised Learning, Semi-supervised Learning and Reinforcement Learning. Each

group generally uses different approaches; however, their aims are the same.

The aim of supervised learning is to determine the mapping function from the input
variable x to the output variable y for training steps [2]. In the testing step, labels of
the new points are forecasted by using the relation which is found in training step.
Classification and regression are members of supervised learning. In unsupervised
learning, there is input data x without corresponding output variables. The purpose
for unsupervised learning is to generate the underlying structure or distribution in
the data. Clustering and association problems are examples of unsupervised learning.
Semi- supervised learning, which sits between supervised and unsupervised learning,
has a large amount of input data x and only some of the data is labeled y. The last
one, reinforcement learning is a machine learning approach that learns what needs
to be done for the aim. Heuristic approach is the most distinguishing property of
reinforcement learning. According to the property of the problem, the most suitable

machine learning approach is chosen and the best solution is sought.

Besides, in order for any problem to be solved by machine learning methods, the
problem must be appropriately represented. The problem to be solved may not always
have the qualities that can be given directly to machine learning methods; therefore,
the problem must be converted into a form that can be used by the machine. There are
various techniques in the machine learning field. One of them is Feature Extraction,
that is transforming the input data into set of features. Feature extraction is a process

of dimension reduction, in other words, it is a mapping of data vector X into a
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lower-dimensional feature vector Y [3,4]. These features, that are extracted from data
set, can be different according to the type of data set. A correct feature extraction and

a model design for these features influence the success and performance of the result.

Feature extraction techniques improve the accuracy of a machine learning algorithm,
model performance for high-dimensional data sets and the interpretability of the
model. Nevertheless, many machine learning methods suffer from intractability
problems owing to proliferation of large-scale data sets [S]. Data dimensionality
and number of attributes are main effects for these recalcitrant problems. To avoid
these impacts and potential adverse consequences, other techniques, namely Feature
Selection are used. The feature selection is defined as the choosing of the best subset
that can exemplify the original data set [6]. By using these techniques, less related
features can be eliminated and consequently, more beneficial features can be kept;
hence, other steps that follow the feature selection can accelerate the model and give
more accurate results. Feature selection methods reduce the size of the feature set
and increase the algorithm speed, decrease the amount of memory required to store
the data, remove non-relevant and noisy data, enhance the data quality and boost the

success of the model obtained [6].

Feature Selection is a significant topic in the machine learning field; however, other
applications are needed for some problems. Therefore, various applications for feature
selection are offered that generate the data pre-processing step of the machine learning
problems. At this point, ensemble based feature selection methods are proposed to
create an optimal subset of features by consolidating multiple feature selectors based
on the discernment behind the ensemble learning. In other words, ensemble is a
group of learning models that collectively resolve the problem [7]. Recent researches
demonstrate that the decision of an ensemble of feature selection approaches reveals
a more accurate estimation than any single feature selection method that is used
alone [8]. There are three kinds of ensemble based approaches for feature selection

which are Data Variation, Function Variation and Hybrid Variation methods [8,9].

Another machine learning application area is classification that is one of the most
frequently used and oldest data mining techniques. The concept of classification is
simply to distribute the data between the various classes defined on a data set. The

classification algorithms learn this distribution from the given training set and then try
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to classify it correctly, when the unlabelled test data is given as new input. By using

classification algorithms, accuracy and error of the constituted model can be attained.

The last mentioned approach is Ensemble Pruning that chooses the best subset of the
ensemble taking into consideration accuracy and diversity of models synchronically.
The main goal of the ensemble pruning method is to investigate for a good subset of
ensemble members that fulfills as well as, or more preferable better than, the original

ensemble set [7].

1.1 Purpose of Thesis

Classification is one of the supervised learning methods in machine learning field.
Researches show that decision of an ensemble gives better consequences than a single
classification solution. The accuracy and the diversity of the ensemble are considered
vital factors affecting the success of ensemble learning. The significance of these
factors derives from the fact that there is a trade-off between the accuracy and the
diversity of attributes of different classification resolutions in which the development
of one of these attributes induces the corruption of the other one. Exploring the best

subset of the ensemble is one of the challenging problems in the literature.

The main purpose of this study is to choose the best classification solutions from
an ensemble that optimizes the accuracy and the diversity synchronically with a
hybrid model that composes function variation (feature selection) and data variation
(bootstrap aggregation) algorithms. In other words, by implementing a hybrid
approach on a data set, and afterwards using ensemble pruning algorithm on
classification results of the model gives a more precise result. By using the hybrid
model with ensemble pruning approach, the best classification solutions are expected
to be found. In addition, by implementing different cardinalities of ensemble pruning

techniques, best size of the classification solutions is expected to be found.

1.2 Hypothesis

In this thesis, it is expected that the accuracy will be greater by using ensemble learning
methods. Especially, it is expected that the accuracy of the model will be greater via

joint criterion method with non-pairwise diversity than pairwise type of the method.



2. LITERATURE REVIEW

2.1 Ensemble Learning

Ensemble learning is an approach that can solve a machine learning problem with
trained multiple learners. Final conclusion of this approach is made after compounding
each output of single learners in accordance with some criteria. "No Free Lunch"
theorem indicates that there is no single model that operates best for every problem
[10]. For this reason, the purpose of the ensemble learning is to enhance the accuracy
of the single classifiers. On the other hand, owing to the potential noise in the data,
overlapping data dispersions and outliers; single classifiers cannot generally acquire a
determined classification accuracy. All these have boosted the necessities to generate

ensemble techniques.

Generating an ensemble model is prepared in two phases. Firstly, a couple of
base classifiers are produced in a sequential or parallel manner. In general, in the
ordered manner, the structure of a base classifier may influence the structure of the
ensuing classifiers. In the second and last part, the emergent classifier outcomes are
compounded to get a decision regarding the final classification of a new test sample.
At this point, several sorts of combination methods, such as majority voting, are
implemented for the classification problem. Then, among the majority of the class

labels of the individual classifiers, the class label is chosen by majority voting.
The basic ensemble learning framework is shown in Figure 2.1.

Ensemble methods include two essential phases: Production of diversity and
assemblage of the decisions. There exist three sorts of generation approaches
investigated in the literature to create a diverse ensemble library: Data variation,

function variation and hybrid variation.
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Figure 2.1 : Framework of Ensemble Learning.

2.1.1 Data variation

Creating various and certain individual classifiers for an ensemble is the aim of
ensemble learning methods. By voting the decisions of the individual classifiers in

the ensemble, the results are aggregated to reach accurate classification decisions [10].

On the other hand, the diversity in the data set is highly important. Therefore, data
variation approach is used for generating different sub-data sets from the original data

set.

In the ensemble learning literature, there are several popular approaches, two of which
are Bootstrap Aggregation (Bagging) and Boosting [5]. These two techniques are the

most known methods in the literature for data variation.

2.1.1.1 Bootstrap aggregation (Bagging)

Bootstrap Aggregation, in other words Bagging algorithm is the first ensemble learning
technique and was proposed by L. Breiman in 1996 [11]. Bagging method is very

useful for high dimensional data set problems and powerful for ensemble method to



Table 2.1 : The pseudocode of bagging ensemble learning.

Algorithm 1 Bootstrap aggregation (bagging) ensemble learning method
I: SetEy =E,=...=E,=0
2: fori=1,2,...,ndo

3: for j=1,2,....mdo
4: index =mxrand()
5: E, = Equindex

6 end for

7: end for

improve the performance of the model. It is a method of retraining the basic learner by
deriving new training sets from an original training set. The training set is produced
by random selection by putting a sample set consisting of n samples in bagging. Each
selected sample is put back into the training set. In this case, some examples are not
included in the new training set while others may take place more than once. Outputs
of these randomly selected sub-data sets are aggregated with voting or averaging.

Classification is used in voting and regression is used in averaging [12].

The pseudocode of bagging algorithm that is used after train-test splitting is given in
Table 2.1 where n is the number of bags and m is the number of training instances in
each bag. This algorithm takes the training set Z;, as input and outputs the generated

training subsets E1,E», ..., E,. [5]

2.1.1.2 Boosting

Boosting algorithm was proposed by Freund and Schapire in 1996 [13]. Boosting
expresses group of algorithms that use averages of weights to turn weak learners
into stronger learners. Each working model defines what features the next model
will focus on, which indicates that boosting is all about teamwork unlike bagging
algorithm. This procedure is improved for classification; however, it can be used
for regression to enhance the performance of a learning algorithm. The most famous
boosting algorithm is recognized as “Adaptive Boosting” approach that is also shortly
known as “AdaBoost” [14]. AdaBoost algorithm is a meta-heuristic algorithm to attain

more preferable performance of decision trees on binary classification samples [15].



Table 2.2 : The pseudocode of AdaBoost ensemble learning.

Algorithm 2 AdaBoost ensemble learning method
1: fori=1,2,.... M do
: Fit a classifier 7" (x) to the training data using weights w;
err™ =Yy wi-L(ci # T™(xi)) / Xiy wi

q" — log (l—zrrm)
err

2
3
4
5: fori=1,2,...,ndo

6: wi =w;-exp(a™-I(c; # T™(x;)))
7 end for

8: Re-normalize w;

9: end for

Its algorithm is given in Table 2.2 [15, 16]. This algorithm takes the observation

weights wi:% where i = 1,2,...,n as input and outputs a classification rule.

2.1.2 Function variation

Data variation and function variation approaches use entirely different methodological
analysis during the process. Although data variation approach uses different sub-data
sets that are composed of original data set, function variation uses the same data set.
The function variation method provides the diversity of data by using more than one
feature selection method [8]. The consequences are aggregated into a single feature

ranking after the performance of all feature selection methods.
Function variation process is demonstrated in Figure 2.2 [5].

There are several ways to divide feature selection algorithms into some groups by
using different division approaches. Feature Selection methods can be divided as
filter, wrapper and embedded feature selection methods in terms of dissimilar selection
strategies. Filter methods typically collect individual variables and manipulate some
before creating a model [17]. In addition, Filter methods have the advantage of
being fast and independent of the classification model due to operating on the data set
directly, and ensuring a feature weighting, ranking or subset as output [9]. Guided by
the result of model, Wrapper methods fulfill a search in the area of feature subsets. In
contrast with Filter methods, Wrapper methods frequently report better consequences;

however, at the price of an increased computational cost [9]. Lastly, Embedded
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Figure 2.2 : Function variation and aggregation methods.

methods utilize all the variables to create a model and after that analyze the model
to deduce the significance of the variables. As a result, the significance of variable
is connected directly to the learner used to model the relationship [17]. Additively,
between performance and computational cost, a good trade-off is supplied by the

Embedded methods [9].

In accordance with the presence of label information, feature selection algorithms can
be extensively grouped as supervised, unsupervised and semi-supervised techniques
[18]. Supervised feature selection is usually modelled for classification or regression
issues. A general framework of supervised feature selection methods is exemplified in

Figure 2.3 [18].

In contrast to supervised learning algorithms, unsupervised feature selection methods
are ordinarily created for clustering problems [18]. The framework of unsupervised

feature selection approaches is shown in Figure 2.4 [18].

When adequate label information is present, supervised feature selection methods are
used, while any label information is not needed by unsupervised feature selection
techniques. However, there are small number of labeled instances and a large number

of unlabeled instances in several real-world implementations. Not only supervised
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feature selection but also unsupervised feature selection methods are not appropriate
in this scenario [18]. Thus, improving semi-supervised techniques by utilizing both
labeled and unlabeled instances are desired. The semi-supervised learning algorithm

is demonstrated in Figure 2.5 [18].

With respect to used data set perspective, feature selection can be grouped into
two main classes as static data perspective and streaming data perspective [18]. In
addition, there is some other sub-data set for static data perspective and streaming data
perspective which leads to other feature selection algorithms. The distribution of data

perspective feature selection methods is shown in Figure 2.6 [18].

Hundreds of feature selection algorithms have been offered in the last two decades [18].
However, only four main groups and their subgroups are mentioned in this section.
These are information theoretical based, sparse learning based, statistical based and

similarity based feature selection methods.

These four groups are shown in Figure 2.7 [18].
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2.1.2.1 Information theoretical based feature selection methods

Information theoretical based methods are the major family of existing feature
selection algorithms [18]. Members of this family use dissimilar heuristic filter
criteria to gauge the significance of the attributes that maximize the relationship of
the attributes and minimize the redundancy of the attributes, and also, these feature
selection algorithms can only work with discrete data [18,19]. Some data discretization

methods are necessary for numerical attribute values.

Between discrete random variables X and Y, there is a concept called information
gain [18,20] to evaluate their dependance with entropy and conditional entropy. The

information gain between X and Y is computed as

10GY)=HX)~HX|Y)= ¥ ¥ Plxy;)log 55t Plaiy) 2.1)

x;€X y;€Y P(x;)P(y;)

where P(x;,y;) is the joint probability of x; and y;, H(X) is the entropy of a random
variable X and H(X1Y) is the conditional entropy of X given another discrete random
variable Y. If random variables X and Y are independent, information gain will be zero;

otherwise, information gain is symmetric, i.e. I(X, ¥) = I(Y, X) [18].
Following are some feature selection methods based on information theory:
e Mutual Information Maximization (or Information Gain) — MIM
e Mutual Information Feature Selection — MIFS

e Minimum Redundancy Maximum Relevance - MRMR

e Conditional Infomax Feature Extraction — CIFE

e Joint Mutual Information — JMI

e Conditional Mutual Information Maximization —- CMIM

e Informative Fragments

e Interaction Capping — ICAP

e Double Input Symmetrical Relevance — DISR

e Fast Correlation Based Filter — FCBF

12



2.1.2.2 Sparse learning based feature selection methods

The second method is called sparse learning based feature selection methods which
minimize the experimental error by inducing regularization term to the objective

function so that some of feature coefficients are small or exactly zero [18].

Some sparse learning based feature selection methods are listed as follows:

e Feature Selection with /;-norm Regularizer

Feature Selection with /5 1-norm Regularizer

Efficient and Robust Feature Selection — REFS

Multi-Cluster Feature Selection — MCFS

l>.1-norm Regularized Discriminative Feature Selection

Feature Selection Using Nonnegative Spectral Analysis — NDFS

Feature selection via joint embedding learning and sparse regression — JELSR

2.1.2.3 Statistical based feature selection methods

This kind of algorithms is based on several statistical mensurations. Most of these

feature selection methods are filter based, because they depend on statistical criteria

[18].

Some statistical based feature selection methods are listed as follows:

Low Variance

T-score

F-score

Chi-Square Score

Gini Index

Correlation Based Feature Selection — CFS

13



2.1.2.4 Similarity based feature selection methods

Principally, feature selection methods utilize a variety of criteria; to illustrate,
correlation, dependency, information, distance, separability, and reconfiguration error
to identify attribute suitability [18]. In all feature selection methods, similarity based

algorithms appraise the significance of features [18].

Some similarity based feature selection methods are listed as follows:

e Laplacian Score

SPEC

Fisher Score

Trace Ratio Criterion

ReliefF

In this thesis, 8 feature selection methods are used which are given among above

methods:
CMIM (Conditional Mutual Information Maximization)

CMIM is the member of information theoretic feature selection group that can only
be reduced to a nonlinear combination of Shannon information terms unlike other
methods of this group [18]. This method iteratively chooses the features which can
maximize the mutual information with the class labels given the selected features.
Even if the foreseeable power for class labels is powerful, CMIM does not select a

feature similar to the preselected ones [21,22].

The formula of feature score of each new unchosen feature is given below:

Jemm (Xi) = minll (X ¥ |X;)] 2.2)

i€

where X} is new unselected feature in all k selected features. In addition, / represents
the information gain and S represents selected feature set that includes k selected

features.

It can obviously be said that, if X; is unnecessary when S is known or unless X}, is

strongly correlated with the class label Y, I(Xy; Y1X;) value is small.
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After some derivations, the criterion of CMIM is equivalent to the following structure
[18]:

Jemimn (X)) = I[(X,Y) — ng[l(xj;xk) —I(X;;X|Y)] - (2.3)

For this reason, it can be said that this method is a special example of the conditional

likelihood maximization framework [18]:

Jemi (X)) =1(X:Y) + Y glI(Xj5Xk),1 (X Xk]Y)) (2.4)
X;eS
where g is a function of two variables /(X;;X;) and I (X;; X;|Y ).

MIM (Mutual Information Maximization)

MIM is the member of information theoretic feature selection group that evaluates the
significance of a feature by its correlation with the class label [18,23]. The assumption
of this method is that if a feature has a powerful correlation with the class label, the

classification performance will be better.

The score of mutual information for a new unselected feature X}, is given below [18]:

JM]M (Xk) = I(Xk;Y) . (25)

This feature score is individually evaluated independent of other features. Thus, while
the redundancy quality of feature is entirely disregarded, just the feature correlation is

taken into consideration in MIM [18].
JMI (Joint Mutual Information)

A JMI criterion is recommended by authors to increase shared information between the
new unselected attribute and the selected attributes given the class labels [24,25]. The
fundamental idea of JMI composes of adding new features which are complemental to

available features for given class labels [18].

The formula of the criterion of JMI is given below:

Tt (Xe) =) 1(Xi, Xj3Y) . (2.6)

XJ‘GS
In contradiction to other feature selection methods, which can be shown via the linear
combination of Shannon information terms, JMI approach cannot be decreased to the

condition likelihood maximization framework unswervingly [18].
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The rewritten version of JMI criterion was proposed by some other authors as follows

[18,26]:

1 1
Tar (X)) =1 (X, Y) — ] Y I(Xj5 k) + ] sumy;esl (X X|Y) - (2.7)
X;es

ICAP (Interaction Capping)

ICAP is the member of information theoretic feature selection category that is similar

to feature selection criterion CMIM [18, 27].

Its formula is given below [18]:

Jemm (X)) = 1(X:Y) — ) max[0,1(Xj5 Xk) —1 (X3 X [Y)] - (2.8)
XjGS

DISR (Double Input Symmetrical Relevance)

Another member of information theoretic feature selection group is DISR that

performs normalization techniques to normalize mutual information [18, 28].

The formula of feature score of each new unselected feature is given by [18,29]:

1(X;X;Y
Jpisg (X)) =Y, XiX:Y) (2.9)

Xes H (XXY)

F-score

F-score is the member of statistical based feature selection methods that can
accomplish the multi-class condition by testing; however, to realize this situation,

samples from different classes should be well distinguished [18, 30].

The f-score of a feature f; can be calculated as follows [18]:

Y — p)?
LY i(n— 1)o7

f-score(f;) = (2.10)

Here, f; are given features, nj, U, l;, 0; emblematize the number of instances from
class j, the mean feature value, the mean feature value on class j, the standard deviation

of feature value on class j, sequentially [18].
MRMR (Minimum Redundancy Maximum Relevance)

MRMR is the member of information theoretic feature selection category that

considers both attribute relevance and attribute redundancy at the same time [18, 31].
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This feature selection approach is disposed to choose features with a high correlation
with the output (i.e. class) and a low correlation between themselves [32]. In other
words, in accordance with the minimal-redundancy-maximal-relevance criterion that

is based on mutual information, this approach orders features.

MRMR criterion formula is given below:

1
Iurmr (Xi) =1 (X Y) — s Y 1(X:X;) (2.11)
XJ'GS

where f3 is a nonnegative parameter between zero and one.

It can be easily said that the impact of feature redundancy is progressively decreased
when more features are chosen. It is happening harder for new attributes to be
unnecessary to the features that have already been in set S when more non-redundant

features are chosen.
ReliefF

ReliefF feature selection method is a supervised filter algorithm that is an improved
version of the Relief statistical model [18,33]. This method handles a sample from the
data set and performs the feature selection process by creating a model that is related
to its closeness to other samples in its class and that is based on its distance to different

classes.

The feature score of f; in relief can be shown below when [ data samples are arbitrarily

chosen among all n samples:

If [ data samples are arbitrarily chosen among all n samples, the feature score of f; in

Relief can be given as follows:
1 l
Relief-score(f;) = = ) d(X(j,1)) =X (NM(j), ) = d(X(j,i) =X (NH(j), 1)) (2.12)
j=1
where NM(j) and NH(j) demonstrate the most proximate data samples to x; with the

same class label and different class, respectively [18]. In addition, d(.) is a distance

metric that is usually set to be the Euclidean distance [18].
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However, Relief can only be used for binary classification. Therefore, the feature score

equation above is extended in ReliefF to handle the multi-class classification problem:

ReliefF-score( f;) —1 Z— Z [d(X(j,i)) — X (r,i)]

1M, GNH( )

P Y P Y ) - X ()]

YAy hjy 1=p() XrENM(j.y)

2.13)

where ¢ is number of class, NH(j) and NM(j,y) point out the most proximate data
samples to x; in the identical class and a dissimilar class y, respectively, and their sizes

are hj, and m;. p(y) is the proportion of samples with class label y.

ReliefF is equipollent to choosing attributes that maintain a special form of data
similarity matrix that can be obtained from class labels [18]. Suppose that the dataset
has the identical number of samples in each of the c classes, there are ¢ samples in
not only NM(j) but also NH(j,y), the Euclidean distance is applied and all attribute
vectors have been normalized. Then, ReliefF criterion is the same to the following
with the above supposition [18, 34]:
n 4 q
ReliefF-score(f;) = ) (Z aX J,0) = X(NM(j)s))?

j=1 \s=1
(2.14)

B Z s:l ]71)_X(NH(j7y)S)2)
YAV Cal
where NM (j), represents the s nearest hit of x; and NH(j,y), indicates the s nearest

miss of x; in class y [18].

2.1.3 Hybrid variation

Data variation and function variation methods use different methodologies to attain
their diversities; moreover, they are not enough to provide the diversity for the
ensemble. Thus, Hybrid Variation approach aggregates these two steps of methods [5].
Furthermore, hybrid variation methods generate a higher classification performance

than other approaches.

2.2 Classification

Classification is one of the simplest types of supervised learning methods. Basically

what it does is to examine the attributes of a new object and incorporate them into

18



predefined labels. The used data set may simplistically be binary-class or it may
be multi-class, too. In training step, the model is trained by using training data sets
that have specific labels. After the training phase, the test step is launched and with
respect to classification algorithm, the category of test data sets are found. Then, the
value of accuracy and error of the model can be obtained. Some types of classification

algorithms in machine learning are given as follows.

2.2.1 Logistic regression

Logistic regression is one of the most widely used models in the industry. This
classification technique is a linear classifier that is a statistical method for analyzing
a data set in which there are one or more than one independent variable that reveal

consequences [35].

2.2.2 Naive Bayes classifier

Like logistic regression, Naive Bayes classification technique is a linear classifier that
is based on Bayes’ Theorem with an assumption of independence among predictors
[36]. Even though it is a very difficult method in terms of computation, it is a kind
of classification algorithm that works very fast once the data set is trained and works

according to the probability of a condition of being the highest.

2.2.3 Decision trees

One of the subjects of machine learning is decision tree learning method. This method
constructs classification or regression models in the tree structure form [37]. For
this method, there are several algorithms that can be utilized such as Boosted Trees,

Rotation Forest and Chi-Square Automatic Interaction Detector.

2.2.4 Random forests

This method is an ensemble learning method for classification using multiple decision
trees [38]. It is aimed to boost the classification value by using more than one decision

tree during the classification process.
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2.2.5 Support vector machines

Support vector machine (SVM, also support vector network) is used as a base classifier

for the model in this study.

In machine learning, SVMs are supervised learning models with interrelated learning
algorithms that analyze the data utilized for classification and regression analysis.
Given a set of training instances, each signified as related to one or the other of two
groups, an SVM training algorithm constructs a model that appoints new samples to
one category or the other, making it a non-probabilistic binary linear classifier (even
though methods such as Platt scaling exist to use SVM in a stochastic classification
setting). An SVM model is a presentment of the instances as points in space, mapped
so that the samples of the discrete groups are disunited by a clear gap which is as broad
as possible. Novel instances are then mapped into that identical space and forecasted

to belong to a group based upon that side of the gap they fall.

Besides fulfilling linear classification, SVMs can efficaciously perform a non-linear
classification using what is called the kernel trick, indirectly mapping their inputs into

high-dimensional attribute spaces.
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SVMs were propounded by Vladimir Vapnik in 1979 [39]. In its common, linear form,
an SVM is a hyperplane that divides a set of positive samples from a set of negative
instances with maximum margin (see Figure 2.8). In the linear state, the margin is
described by the distance of the hyperplane to the nearest of the negative and positive

instances. The outcome formula of a linear SVM is

Uu=w-x—>b (2.15)

where X is the input vector, w is the normal vector to the hyperplane, b is a scalar and u
is the output of the SVM. The contradistinguishing hyperplane is the plane u = 0. The

most proximate points lie on the planes u = +1. Hence, the margin m is given by

m=— . (2.16)

Maximizing this margin can be stated as an optimization problem as follows:

1
H}iz?i |w||* subject to y;(%-% —b) > 1, Vi (2.17)

)

where x; is the i’ training sample and y; is the right output of the SVM for the i
training sample. The value y; is 41 for the positive instances and —1 for the negative
instances. By use of a Lagrangian, this optimization problem can be transformed into
a dual form that is a Quadratic Problem (QP) where the objective function ¥ is merely
dependent on a set of Lagrange multipliers o;:
| NN N
rrgn‘P(&) :mgnzi;;yiyj(fi-x’j)&,-aj—;lai (2.18)

(where N is the number of training samples), subject to the inequality constraints

0, >0,Vi (2.19)
and one linear equality constraint
N
Y yiei=0. (2.20)
i=1

Between each Lagrange multiplier and each training instance, there is a one-to-one
relation. Once the Lagrange multipliers are identified, the normal vector w and the

threshold b can be obtained from the Lagrange multipliers:

N
w= Zy,-ocifi , b=w-X; — y; for some oy >0 (2.21)
i=1

21



Because w can be calculated by use of Eq. (2.21) from the training data, the amount of
calculation required to form an estimate of a linear SVM is constant in the number of

non-zero support vectors.

Here, not all data sets are linearly separable. There may be no hyperplane which
separates the positive samples from the negative samples. In the formulation
hereinabove, the non-separable state would match up to an endless resolution. In
addition to this, a modification to the original optimization expression (2.17) that
allows, but punishes, the failure of an sample to arrive the correct margin was offered

by Cortes and Vapnik in 1995 [40]. That alteration is:

5,‘ subject to yi(ﬂ'/ X — b) >1- éi, Vi (2.22)
1

N
1=

| 2
min = [|w||"+C
Wb 2
where &; are slack variables that allow margin failure and C is a parameter that trades
off wide margin with a small number of margin failures. When this novel optimization
issue is converted into the dual form, it elementarily alters the constraint (2.19) into a

box constraint:

0<o;<C,Vi. (2.23)

The variables &; do not appear in the dual formulation at all.
SVMs can be even further generalized to nonlinear classifiers [41].

From the Lagrange multipliers, the output of a non-linear SVM is demonstrably
calculated:
N
u=Y yjoK(%;,%) —b (2.24)
j=1

where K is a kernel function which gauges the resemblance or distance between the
input vector X and the stored training vector X;. Instances of K include Gaussians,
polynomials, and neural network nonlinearities [42]. If K is linear, then the equation

for the linear SVM (2.15) is recuperated.

The Lagrange multipliers o; are still calculated by use of a quadratic program. The

nonlinearities change the quadratic form; nevertheless, the dual objective function ¥
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is still quadratic in o:

‘ B 1NN o N
min¥(&) =minz Y ) yiyiKGL X))o — Y o
a @ £i=1j=1 i=1

N
Y viai=0
i=1

To obtain the QP in Eq. (2.25) as positive definite, the kernel function K must comply

Mercer’s criteria [42].

The Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for an optimal
point of a positive definite QP. The KKT conditions for the QP in Eq. (2.25) are
especially basic. The QP is resolved when, for all i:
a=0&yu; > 1
0<o; <C&yu=1 (2.26)
o =C&yu; <1

where u; is the output of the SVM for the i’ training instance.

In this thesis, multi-class SVM is used; however, the mathematical logic behind the
binary class and multi-class classification are the same. In brief, multi-class SVM is

based on combining many binary classification decision functions [43].

2.3 Ensemble Pruning Methods

Ensemble pruning methods are excessively used in data mining and machine learning.
Ensemble pruning methods relate to the reduction of ensemble of models to increase
the efficiency and predictive performance of models; therefore, this approach is quite
significant [44]. To enhance ensemble performance and obtain more clever ensembles,

these methods are quite beneficial [45].

In the previous studies, different approaches for ensemble pruning have been proposed;
however, they can be categorized into four sub categories such as ordering-based,

clustering-based, optimization based and other ensemble pruning methods [44].

2.3.1 Ordering-based pruning method

Ordering-based ensemble pruning method was proposed by Margineantu and

Dietterich [46]. The simplest methods are in this category. The models of the ensemble
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Figure 2.9 : Error curves of the original ensemble (aggregated in random order) and
ordered ensemble.

are ranked by ordering-based methods once in accordance with an evaluation function

and they are chosen in this stable order [44].
Figure 2.9 compares original ensemble and ordered ensemble [47].

In the literature, there are several ordering-based ensemble pruning methods. Kappa
pruning, kappa-error diagram pruning, orientation pruning and complementary

measure method are some of the ordering-based ensemble pruning methods.

2.3.1.1 Kappa pruning method

Kappa pruning method uses a diversity measure for appraisal [44,46]. Selecting the
subset of most diversified classifiers from an ensemble is the aim of kappa pruning
approach [46]. The diversity is gauged by a statistic value which corresponds to

agreement of classifiers on the selection set.

Kappa pruning formula is given below:

Sy = argmaxKZ;,(hg,Hs, ) (k€ Er\Sy—1) (2.27)
k

where K exemplifies the pairwise diversity measure, E7 is ensemble and Z;, represents

the training data set in the study of Kuncheva and Whitaker [48].

2.3.1.2 Kappa-error diagram pruning method

Kappa-error diagram pruning method creates a convex hull of the points in the diagram.
These points can be considered as a brief of the whole diagram and contain not only the
most exact but also the most diverse couples of individual learners [47]. The ensemble,

that is pruned, composes of any individual learner which seems in a pair corresponding
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Figure 2.10 : Instances of kappa-error diagrams on credit-g data set.

to a point on the convex hull. This pruning method contemporaneously considers the

accuracy along with the diversity of each learner [47].

This method is based on the kappa-error diagram which is shown in Figure 2.10 [47].
As shown in Figure 2.10, visualizing the classifiers ensemble is provided by the
Kappa-Error diagram [46].

2.3.1.3 Orientation pruning method

Orientation ordering ensemble pruning method is an active and productive
ranking-based pruning approach for classifier ensembles [44,49]. The angle between
a reference vector and a signature vector is increased by orientation ordering method

in order that the ensemble classifiers are ranked according to value of this angle [44].
Here, the signature vector is defined below. To illustrate, the signature vector ¢’ of the
i"" individual learner A; is a [V |-dimensional vector where the j* element is

W = 20(hi(x;) = y;) 1 (2.28)

where (x;, y;) € V.

For ensemble pruning, this technique is a quickest way which has a time complexity

of O(TN) that is the time complexity of the orientation ordering method [44].

In this thesis, Joint Criterion Method that is improved in the study of Fern and
Lin is used [50]. This technique intends to optimize the joint criterion function by
compounding accuracy and diversity in the same objective function. In the research
of Fern and Lin, the joint criterion was used for clustering problems. According to

that study, to choose an ensemble with a size K, K clustering solutions are selected to
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optimize the objective function below:
o Y SNMI(C,L)+(1—a)) [1-NMI(C;,C))] (2.29)
i=12,...K Iy
where the first term defines the quality, the second term computes the pairwise diversity
and o determines the importance of objectives [50]. In the above-mentioned objective
function, L exemplifies a large library of clustering resolutions, SNMI(C;,L) gauges

the quality of clustering solution C; that can be calculated as

SNMI(C;,L) = ) NMI(C,C;) (2.30)

i=1
for a dedicated ensemble E of r clustering solutions remarked by E= {C,C>,...,C,},
where NM1(C,C;) is the normalized mutual information between clustering resolutions
C and C; [50]. The technique begins with choosing the highest-quality solution and

continually combining one resolution to the ensemble that maximizes the objective

function in Eq. (2.29) [50].

In this thesis, accuracy is used as classification result instead of quality that is the
first term of objective function and classification solution is utilized as non-pairwise
diversity of each resolution. In contrast with the averaging pairwise measures,
non-pairwise measurements try to evaluate the ensemble diversity directly [47]. In
the literature, several approaches were proposed to obtain non-pairwise diversity in
ensemble such as interrater agreement, Kohavi-Wolpert variance, generalized diversity

and coincident failure [47].

2.3.1.4 Complementary measure method

Complementary measure pruning method involves the classifier which has the
performance of most supplementary to the selected sub-ensemble [51]. This method
begins with elements in the selection set Zg,; which is the first classifier with the
smallest validation error [30]. In addition, the sub-ensemble is composed of S,

associated with combination of the highest classification accuracy classifier [51].

The formula of sub-ensemble is

S, = argmax Z I(y = h(x) and Hs,  (x) #) (2.31)
k (xsy)ezsel

where k € ET\S,—1.
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2.3.2 Clustering-based pruning method

This pruning method is called “clustering-based” since the most simplistic method to
specify the prototypes is to use clustering approaches [47]. There are several significant
factors to select the best clustering algorithm. Detecting the distance measure, the stage
of pruning every cluster and excerpting the convenient number of clusters influence the

performance in this pruning approach [44].

Clustering-based pruning methods contain two phases in general: Firstly, clustering
algorithms are used to find similar groups of models. Afterwards, the distance measure
is used to reduce the repetitive error probability in a different validation set. This

distance measure is identical to the measure of diversity [48].

In the previous studies, different clustering techniques have been exploited such as
hierarchical agglomerative clustering that considers the possibility that each learner
does not make validation errors coincidently as the distance, deterministic annealing

for clustering and k-means clustering based on Euclidean distance [47].

2.3.3 Optimization-based pruning method

Ensemble pruning can be regarded as an optimization problem. There are three
optimization approaches: Genetic algorithms, semi-definite programming and hill

climbing [44].

In optimization and machine learning, genetic algorithms have extensive applications.
GASEN is an example of application in genetic algorithms which was proposed by
Zhou et al. to create selective ensembles [52]. By using different genetic operators
or different coding schemes, there are dissimilar GASEN applications. For instance,
in 2003, “bit coding scheme” that directly gets 0-1 weights and refrains the problem
of setting a suitable threshold to make decision which individual learner should be

exempted was used by Zhou and Tang [47,52].

2.3.4 Other pruning methods

The methods in this category are the methods which are not included in other groups,
such as methods based on statistical techniques for directly choosing classifiers’ subset,

based on boosting or based on reinforcement learning.
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3. THE PROPOSED MODEL

In this thesis, the proposed model is constituted via combination of hybrid variation

and joint criterion ensemble pruning algorithm.

According to the proposed model, ensemble based feature selection is utilized with
a hybrid model. The components of hybrid model are bagging method regarding
data variation and eight feature selection methods regarding function variation which
are CMIM, MIM, JMI, ICAP, DISR, f-score, MRMR and reliefF algorithms [see
Section 2.1.2 for details]. With the hybrid model, one of the supervised classification
algorithms, multi-class SVM, is used to classify the consequences of the model. In the
training stage, prediction results of all bags are obtained by multi-class SVM. At this

point, pruning phase is started for the training data set.

In the study of Fern and Lin [50], joint criterion ensemble pruning method was utilized,
as mentioned in the previous chapter. According to joint criterion pruning, quality
and pairwise diversity were used for clustering solutions. However in this study, not
only pairwise diversity, but also non-pairwise diversity is combined with accuracy;
comparison of these two approaches is done and a better result with non-pairwise type
is obtained. Moreover, in this thesis, different ¢ parameter values are examined and
their comparisons are presented. For all trial results, majority voting is implemented
on all bags, then the most preferred feature selection methods are determined with

different subset sizes.

After the detection of the sub-ensemble, the testing phase is launched. The
feature selection methods selected by joint criterion ensemble pruning method are
implemented on the test data set. Finally, the classification solutions are selected by

majority voting and accuracy of the model is designated.
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Table 3.1 : The pseudocode of Hybrid Variation.

Algorithm 3 Combining bagging and several feature selection algorithms
1: fori=1,2,....,ndo
2: for j=1,2,....kdo

3: selectedFeatures|[i, j| = fs[j](bags[i])
4: end for
5: end for

3.1 Hybrid Model

Bagging by means of data variation is the most largely utilized ensemble learning
technique that retains a significant role in finding the subset of samples and features to
acquire diverse classifiers given data instances. In the proposed model, the number of

bags is 30 and the number of samples in each bag is 100.

Additionally, function diversity methods that make use of multiple feature selection
methods at the same time are commonly used ensemble learning techniques to gain
more diverse classifiers. Unlike these two approaches, hybrid variation aggregates
both data variation and function variation phases; as it is claimed that involving data

variation or function variation alone is not sufficient to generate a good ensemble.

The pseudocode of hybrid variation is given in Table 3.1. This algorithm takes n bags

as input and outputs selected features.

After combining of bags and several feature selection algorithms which construct the
hybrid model, the classification phase is launched. Accordingly, hybrid diversity is
utilized as a base ensemble model with multi-class SVM as a base classifier of the

model.

The pseudocode of the hybrid model with multi-class SVM is given in Table 3.2. This

algorithm takes the selected features as input and gives predictions as output.

These pseudocodes all belong to hybrid diversity approach. At the end of the
classification, the prediction values of all samples are obtained and ensemble pruning

phase can start.
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Table 3.2 : The pseudocode of multi-class SVM with Hybrid Model.

Algorithm 4 Multi-class SVM with Hybrid Model
1: fori=1,2,...,ndo
2: for j=1,2,...,kdo

3: predictedValues|[i, j| =SVM(selectedFeatures|i, j])
4: end for
5: end for

3.2 Hybrid Model with Joint Criterion Ensemble Pruning Method

Joint Criterion ensemble pruning method is the one of the ordering based pruning
techniques. In the literature, Joint Criterion is used for clustering problems and is
developed with quality and pairwise diversity in the study of Fern and Lin [50].
However, this ensemble pruning method did not use classification solutions of hybrid
variation in previous studies. In this thesis, it is proposed to identify the best number
of classification solutions that optimizes the trade-off between accuracy and diversity
by utilizing the hybrid diversity model to fill the gap in the literature. And also, two

kinds of diversity are combined with accuracy as pairwise and non-pairwise diversity.

In the study of Fern and Lin, the objective function is given by

o Y SNMI(C,L)+(1—a)) [1-NMI(C;,C))] (3.1

i=12,..K i#]
where the first part of equation is the sum of the quality of the selected clustering
resolutions, the second part gauges their pairwise diversity and o detects the
significance of objectives as mentioned previously [50]. In addition, NMI(C;,C})
represents the normalized mutual information between two clustering solutions and
SNMI(C;,L) represents the sum of normalized mutual information of clustering

solutions in the library L.

However in this study, joint criterion is combined with hybrid model as the first
component measures the sum of the accuracy of the classification results and the
second part measures the non-pairwise diversity of the prediction results of the
classification. According to this,

o« Y

i=1,2,...m

Acc(K;,L)
i

+(1—a) Y (1-Div(K;L)) (3.2)

i=1,2,...m
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where Acc(.) is called accuracy function of classification solutions of K; in the library
L and Diy(.) is called non-pairwise diversity function of classification solutions of
K; in the library L. According to this, the first part of the equation is the arithmetic
mean of the accuracy of the selected classification results and the second one is the
non-pairwise diversity of the prediction of the classification results. Here, the reason
for taking the arithmetic mean of the accuracy is to reduce the value of summation.
If the arithmetic mean was not utilized to reduce of the summation of the accuracy,
this summation would be in the higher interval and the value of the diversity would
still remain in the (0, 1) interval for each iteration, so the importance of diversity could
not be enough to select the next iteration of the process. Therefore, arithmetic mean
should be used. L is the library of the classification solutions: L = (Ly,L3,...,Ly).
In this study, o is chosen as 0.5 for pairwise and non-pairwise cases like in previous
research in clustering. In addition, different choices for o are examined to investigate

its sensitivity and for comparison of the results of the pairwise case.

For the first iteration, when i = 1; it cannot be calculated any diversity by using only
one classification result. Thus, the result of the first step only depends on accuracy.
Moreover, there are 30 bags, so majority voting is needed among all bags. After
majority voting among all bags, the first chosen feature selection technique is always

MRMR for each case of diversity.

For the second iteration, the accuracy and diversity should be calculated with MRMR
with the other methods one by one for each case of the pruning. Therefore, there is a

summation for non-pairwise case as follows:

Acc(K ,L .
oy (MRIZVIR reszl)—|-(1—Ot)Z[l—Dlv(KMRMR,L,em)]. (3.3)

i i

As mentioned above, if the arithmetic mean was not utilized to reduce the summation
of the accuracy, this summation would be in the (1,2) interval and the value of the
diversity would still remain in the (0, 1) interval, so the importance of diversity could
not be enough to select for the second iteration. For the second iteration, selected

feature selection method is MIM after majority voting is implemented on each bag.
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For the third iteration, the accuracy and diversity should be measured with MRMR and

MIM with the other methods one by one. Hence, the next summation becomes:

Acc(K(MRMR),K(MIM), Lyeg
ozzi’ (K( )3 ( ) 2) e
+(1- oc)Z[l — Div(K(MRMR),K(MIM), Ly¢57)] |

For the third iteration, selected feature selection method is reliefF after implementation

of majority voting on each bag.

This procedure can be continued until i = 8 because there are eight feature selection
methods used to generate the ensemble library. In this process, the next selected

methods will be DISR, JMI, CMIM, f-score and ICAP.
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4. MATERIALS AND EXPERIMENTAL SETUP

4.1 Data Set

In order to calculate the classification performance of the proposed method, a
labelled data set that was obtained from Twitter users of different age groups by
Antonio A. Morgan-Lopez, Annice E. Kim, Robert F. Chew and Paul Ruddle via
accumulating publicly available birthday announcement tweets by using the Twitter
Search application programming interface (API) is used in this study [53]. According
to this data set, birthday tweets between the ages of 13 - 50 were gathered on August
22, 2014, September 29, 2014, April 2, 2015, and June 21, 2015 by authors who are

mentioned above.

In this data set, there are 3184 samples with 3 classes: 1036 samples for young people
who are in 13 - 17 range, 1634 samples for young adults who are in 18 - 24 range and
514 adults who are 25 or older. The category "1" belongs to 13 - 17 range, the category
"2" belongs to 18 - 24 range and the last category "3" belongs to 25 or older people.
These are all classes of this data set; therefore, multi-class SVM is used to measure the
classification performance. The distribution of data density is demonstrated in Table

4.1.

These 3184 samples are split as eighty percent for training data set and twenty percent
for test data set. According to this splitting, 2548 samples are in the training set and

636 samples are in the test set.

From 3184 birthday tweets, several features were extracted that are language features
only, meta-data features only, language and meta-data features, and World Well-Being
Project (WWBP) words and phrases [53]. In total, 38.536 features were collected; but

in this study, 38.529 are utilized by excluding the non-numeric ones.
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Table 4.1 : Number of Twitter users described from birthday tweets by age category.

Age Group Number
Youth: 13-17 1036
Young adults: 18-24 1634
Adults: 25 or older 514

4.2 Software

In order to run the experiments, hybrid variation approach with multi-class SVM and
Joint Criterion ensemble pruning method, data analysis is done in MatLab 2018a by

using FEAST Library which is a feature selection toolbox for MatLab.
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5. EXPERIMENTAL RESULTS

In this study, the proposed model with joint criterion ensemble pruning method by

non-pairwise diversity is implemented on the test data set.

On the test phase, the accuracies of the pruned-hybrid model with non-pairwise
diversity are calculated with @ = 0.5 and the resuls of all subset are given in Table
5.1. In addition, for subset-size = 1, this gives MRMR data variation results. And
also, for subset-size = 8, this gives full ensemble; hence, it can be called as hybrid

variation without pruning.

The graph of the proposed model is demonstrated in Figure 5.1. It can be interpreted
that when the subset size is equal to six or seven, the performance of the model is stable
and the most accurate among all subset sizes. Additively, the model is saturated with

these subset sizes.

Then, accuracies are calculated one by one for eight feature selection methods. These
can be called as data variation because for all results, there are bags and only one
feature selection. The whole accuracies are calculated via implemented majority

voting on each bag whose results are shown in Table 5.2.

The accuracy comparison graph of these two results is given in Figure 5.2. It can
be said that the proposed model is more stable than data variation. Additionally, the

results of the proposed model are more accurate for almost each subset size.

Now, there are several tables with different o value for pruned ensemble with pairwise
diversity. The results of pruned ensemble with pairwise diversity and o = 0.5 are
demonstrated in Table 5.3. The results of pruned ensemble with pairwise diversity and
o = 0.6 are demonstrated in Table 5.4. The results of pruned ensemble with pairwise
diversity and o = 0.7 are demonstrated in Table 5.5. The results of pruned ensemble

with pairwise diversity and o = 0.8 are demonstrated in Table 5.6.
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Table 5.1 : The accuracy of hybrid variation with non-pairwise diversity of Joint
Criterion for different size of subset.

Pruned Ensemble Subset Size Accuracy
1 (MRMR) 0.897

2 (MRMR, MIM) 0.903

3 (MRMR, MIM, reliefF) 0.893

4 (MRMR, MIM, reliefF, DISR) 0.915

5 (MRMR, MIM, reliefF, DISR, JMI) 0.9386

6 (MRMR, MIM, reliefF, DISR, IMI, CMIM) 0.9386

7 (MRMR, MIM, reliefF, DISR, JMI, CMIM, f-score) 0.9323

8 (MRMR, MIM, reliefF, DISR, JMI, CMIM, f-score, ICAP) 0.9261

ACCURACY

Pruned ensemble with non-pairwise diversity
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Figure 5.1 : The graph of pruned ensemble model with non-pairwise diversity.

Table 5.2 : The accuracy of data variation for utilized feature selection methods.

Feature Selection Methods

Accuracy of test set (one by one)

CMIM
DISR
f-score
ICAP
IMI
MIM
MRMR
reliefF

0.88
0.91
0.56
0.86
0.92
0.90
0.897
0.59
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Figure 5.2 : Graph of the comparison of Joint Criterion with non-pairwise diversity

and Data Variation.

Table 5.3 : The accuracy of hybrid variation with pairwise diversity of Joint Criterion

when o = 0.5 for different size of subset.

Pruned Ensemble Subset Size Accuracy
1 (MRMR) 0.897

2 (MRMR, DISR) 0.909

3 (MRMR, DISR, reliefF) 0.907

4 (MRMR, DISR, reliefF, ICAP) 0.909

5 (MRMR, DISR, reliefF, ICAP, f-score) 0.893

6 (MRMR, DISR, reliefF, ICAP, f-score, CMIM) 0.9104

7 (MRMR, DISR, reliefF, ICAP, f-score, CMIM, JMI) 0.923

8 (MRMR, DISR, reliefF, ICAP, f-score, CMIM, IMI, MIM) 0.9261

Table 5.4 : The accuracy of hybrid variation with pairwise diversity of Joint Criterion

when o = 0.6 for different size of subset.

Pruned Ensemble Subset Size Accuracy
1 (MRMR) 0.897

2 (MRMR, DISR) 0.909

3 (MRMR, DISR, reliefF) 0.907

4 (MRMR, DISR, reliefF, f-score) 0.8302

5 (MRMR, DISR, reliefF, f-score, ICAP) 0.893

6 (MRMR, DISR, reliefF, f-score, ICAP, CMIM) 0.9104

7 (MRMR, DISR, reliefF, f-score, ICAP, CMIM, MIM) 0.923

8 (MRMR, DISR, reliefF, f-score, ICAP, CMIM, MIM, JMI) 0.9261
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Table 5.5 : The accuracy of hybrid variation with pairwise diversity of Joint Criterion
when o = 0.7 for different size of subset.

Pruned Ensemble Subset Size Accuracy
1 (MRMR) 0.897

2 (MRMR, DISR) 0.909

3 (MRMR, DISR, CMIM) 0.9324

4 (MRMR, DISR, CMIM, reliefF) 0.912

5 (MRMR, DISR, CMIM, reliefF, f-score) 0.9025

6 (MRMR, DISR, CMIM, reliefF, f-score, ICAP) 0.9104

7 (MRMR, DISR, CMIM, reliefF, f-score, ICAP, JMI) 0.923

8 (MRMR, DISR, CMIM, reliefF, f-score, ICAP, JMI, MIM) 0.9261

Table 5.6 : The accuracy of hybrid variation with pairwise diversity of Joint Criterion
when o = 0.8 for different size of subset.

Pruned Ensemble Subset Size Accuracy
1 (MRMR) 0.897

2 (MRMR, DISR) 0.909

3 (MRMR, DISR, MIM) 0.9308

4 (MRMR, DISR, MIM, CMIM) 0.9277

5 (MRMR, DISR, MIM, CMIM, f-score) 0.9261

6 (MRMR, DISR, MIM, CMIM, f-score, reliefF) 0.9104

7 (MRMR, DISR, MIM, CMIM, f-score, reliefF, ICAP) 0.923

8 (MRMR, DISR, MIM, CMIM, f-score, reliefF, ICAP, IMI) 0.9261
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6. CONCLUSIONS AND RECOMMENDATIONS

In this thesis, a novel ensemble based feature selection with hybrid diversity
approach is developed by joint criterion ensemble pruning technique with pairwise
and non-pairwise diversity. The proposed model is validated on the age verified
Twitter data set that was created by Antonio A. Morgan-Lopez, Annice E. Kim,
Robert F. Chew and Paul Ruddle as mentioned before. In addition, the result of the
proposed model is compared with joint criterion with pairwise diversity with different
o parameters. And also, the proposed model is compared with eight data variation

results.

First of all, the non-pairwise situation is investigated, and then it is observed that there
are two subset sizes which are saturating sizes as expected. Secondly, the pairwise
condition is examined, but there is no saturating size between 1 and 8, because of the
ensemble size. Therefore, it can be said that these two conditions are novel; however,

the non-pairwise situation is better than the other.

Afterwards, the results of feature selection which can be called data variation, are
investigated, and compared with other results which are mentioned above. Again, it

can be said that the proposed model gives better results.

For the future studies, one can try other classification algorithms to compare the results

with several data sets and larger ensemble sizes.
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