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NEW MODEL FOR FORECASTING FINANCIAL DATA

SUMMARY

Forecasting is a significant process of the time series. It is the process of making
predictions of the future by using the past and present data and generally by analysis
of trends. Forecasting of stock price index and its movement are one of the most
common research field about the financial time series. The financial time series are
complicated and non-linear. By this cause, forecast financial time series is difficult.
Additionally, the stock price index is affected by many factors like economic, social,
political events in complicated manner. Although these issues, the forecast of stock
index is one of most remarkable researches for many industrial experts and scholars.

In this thesis, the new model EMAVAR is explained. The EMAVAR model is
combined MACD and VAR model.

Technical analysis is the process of examining a recent price to determine possible
future prices. The moving averages is one of the oldest and most popular technical
analysis tools. A moving average is the average of prices at a given time. There are
five popular types of moving average: simple, exponential, triangular, variable and
weighted. The important difference between these MAs is weight to the most recent
data. MACD is the most common technical indicator in technical analysis. It uses
Exponential Moving Average (EMA) while calculating. 26-days EMA and 12-days
EMA of the data is calculated. Then, their subtraction of these EMASs gives the MACD
line. The signal line is obtained from 9-days EMA of MACD. When MACD is applied,
the experts comment to decide buy-sell (bearish-bullish) behavior.

VAR is the most familiar forecasting model in the literature for multivariate time
series. In VAR process, the endogenous (dependent variable) value is modeled with
the exogenous (independent variable) values to estimate. VAR is used for multivariate
time series. The purpose of thesis is to construct a new model to improve the accurancy
estimation.

The EMAVAR model uses different exogeneous variables which are occurred by the
result of MACD process. Afterwards, exogeneous variable series is used in VAR
process for anticipate the next value.

The details of EMAVAR model is explained like as follows. First of all, obtained data
from KAP which is the daily (5-days a week) closing stock prices of BIST-100 and
the banking sector between 2012-2018, is rearranged to make healthy forecast.
Missing data (by occurred because of public holidays) is eliminated with linear
interpolation and process have been continued. Additionally, 6 years full data set is
divided 1 year and 2 years parts with the purpose of the independence of historical
data. After that, MACD process is applied on different data arrengement seperately.
The stationarity of all obtained series from MACD is recognized with Unit Root Test.
Finally, the VAR model is applied on this different series.

In addition, one of other forecasting of time series model is Autoregression (AR)
model. The autoregression can be used to forecast an arbitrary number of periods into

XXi



the future. AR is used on the same data sets to compare and show the good estimation
of EMAVAR model.

To sum up, EMAVAR model is compared to AR model. According to the result of
researches and experiments, EMAVAR model is better than the other is in 2 years.
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FINANSAL VERILERIN ONGORUSU iCIN YENI BiR MODEL

OZET

Bir zaman serisi, bir degerin zaman igerisinde siralanmis Sl¢timlerinin bir kiimesi
olarak tanimlanabilir. Zaman serileri trend, mevsimsellik, ¢evresel, dizensizlik olmak
tizere dort bilesenden olusur. Zaman serilerinin dnemli bir stireclerinden birisi tahmin
yapmadir. Ge¢misteki ve simdiki verileri kullanarak ve genellikle trendlerin analizi ile
gelecege yonelik ongoriilerde bulunma siirecidir. Finansal zaman serileri dogrusal
degildir ve karmasiktir. Bu nedenle, finansal zaman serilerinin tahmin edilmesi zordur.
Borsa fiyat endeksinin tahmini ve endeksin hareketi, finansal zaman serileri ile ilgili
en yaygin arastirma alanlarindan biridir. Ayrica, hisse senedi fiyat endeksi ekonomik,
sosyal, politik olaylar gibi bircok degisik faktorden etkilenmektedir. Bu sorunlara
ragmen, hisse senedi endeksi tahmini Son zamanlarda uzmanlar ve akademisyenler igin
en populer sorunlardan biri olmustur.

Teknik analiz, muhtemel gelecekteki fiyatlar1 belirlemek i¢in son fiyatlart inceleme
olarak tanimlanabilir. Hareketli ortalamalar metodu ise en eski ve en popller teknik
analiz araclarindan biridir. Hareketli bir ortalama, belirli bir zamanda olan fiyatlarin
ortalamasidir. Bes popiiler hareketli ortalama tiirii vardir: basit, iistel, tiggen, degisken
ve agirlikli. Bu hareketli ortalamalar arasindaki en 6nemli fark, son zamanlara yakin
verilere verilen agirliktir. Hareketli ortalama stirecinde, her bir gecikmeli hata terimi
onun simdiki degerini etkilemektedir. Hareketli ortalama yakinsak iraksak indikatorii
(Moving Average Convergence Divergence) teknik analizde en yaygin kullanilan
teknik gostergedir. Hesaplanirken {istel hareketli ortalama kullanilir. Verilerin 26
ginlik ve 12 gunlik Ustel hareketli ortalama degerleri hesaplanir. Hesaplanan 26 ve
12 gunliik hareketli ortalamalarin farki MACD gizgisini verir. Sinyal c¢izgisi ise,
MACD 'nin 9 ginlik iistel hareketli ortalamasindan elde edilir. Uzmanlar, MACD
teknik analiz yontemini kullanarak alim-satim (ayi-boga) davranisina karar vermek
icin yorumda bulunurlar.

Vektor Otoregresif model (VAR), ¢ok degiskenli zaman serileri igin literatiirdeki en
bilinen tahmin etme modelidir. Cok degiskenli zaman serilerinde en 6nemli amag
serinin  bilesenler1 arasinda Ongoriilebilir yani duragan lineer birlesimin
arastirilmasidir. Baska bir deyisle, serinin bilesenleri arasindaki kointegrasyon
iliskisinin belirlenmesidir. Boyle bir iligki belirlendigi zaman, serinin duragan lineer
birlesimleri iizerinden istatistiki sonug¢ ¢ikarimlar yapilabilir. Vektor Otoregresif
modelinde, endojen (bagimli degisken) deger, tahmin edilecek eksojen (bagimsiz
degisken) degerler ile modellenir. icsel degiskenlerin birlikte ele alindig es anlh
denklem modeli olan Vektor otoregresif model, Sims tarafindan 1980 yilinda
gelistirilmistir. VAR modelinde degiskenler i¢sel ve dissal olarak ayrilmadigindan
belirlenme sorunu séz konusu degildir. Bu modelde, biitiin degiskenler i¢sel kabul
edilir ve bir degisken kendisinin ve modelde yer alan diger degiskenlerin gecikmeli
degerlerinin fonksiyonu olarak tanimlanir.
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Bu tezde, finansal verilerin Ongoriisii i¢in olusturulmus yeni bir model olan
Exponential Moving Average Vector Autoregressive Model (EMAVAR)
aciklanmistir. EMAVAR modeli, Moving Average Convergence Divergence teknik
analiz indikatori (MACD) ve Vector Autoregressive (VAR) modeli kullanilarak
olusturulmustur.

EMAVAR modelinde, MACD isleminin sonucu olarak farkl seriler olusturulur. Daha
sonra, bu serilerden iki tanesi bir sonraki degeri tahmin etmek icin VAR modelinde
bagimsiz degisken olarak kullanilir.

EMAVAR modelinin detaylar1 su sekilde aciklanabilir. Oncelikle Kamuoyu
Aydinlanma Platformundan elde edilen 2012 — 2018 yillar1 arasindaki veriler (5-
calisma giinii) alinmistir. Elde edilen bu verilerde tatil giinleri nedeniyle olusan eksik
degerler oldugu tespit edilmistir. Daha saglikli tahminler elde edilmesi icin veriler
dogrusal enterpolasyon uygulanarak ortadan kaldirilmistir ve bu stre¢ devam
ettirilmigstir. Ayrica, aliman 6 yillik tam veri seti, tarihsel verilerin bagimsizligini
gOstermek amaciyla 1 yil ve 2 yil boliimlerine ayrilmistir. Daha sonra, MACD islemi
ayr1 ayri bu ayrilan veri boliimlerine uygulanmistir. MACD 'den elde edilen tim
serilerin duraganligi (ilgili serilerde birim kokiin var olup olmadigi), Augmented
Dickey — Fuller Birim Kok Testi ile tespit edilmistir. Zaman serilerinin duragan olmasi
olarak ifade edilen durum, zaman i¢inde varyansin ve ortalamanin sabit olmasi ve
gecikmeli 1ki zaman periodundaki degiskenlerin ko-varyansinin degiskenler
arasindaki gecikmeye bagli olup zamana bagli olmamasi olarak tanimlanabilir. MACD
isleminden sonra elede edilen macd ve signal serileri bagimsiz degisken olarak Vektor
Otoregresif modelde kullanilmistir. Bu uygulama farkli yillardan olusan Serilere ayri
ayr1 olarak yapilmustir.

Ek olarak, zaman serisi modellemelerinde kullanilan diger modellerden biri
Autoregression (AR) modelidir. Otoregresyon, gelecekteki keyfi bir donem sayisinm
tahmin etmek i¢in kullanilabilir. Bir AR modelinde, bagimli degisken ge¢misteki
degerinin bir fonksiyonudur. Bir¢ok zaman serisi de bu slreci icermektedir. Bu tezde
AR modeli, EMAVAR modeli ile daha iyi tahmin verdigini gostermek i¢in ayni veri
setlerinde kullanilmistir.

Tezin ilk ve ikinci bdliimiinde finansal zaman serilerinin Ongoriisii i¢in yapilan
caligmalar incelenmis ve analiz edilmistir. Daha sonra tezde kullanilacak olan
modellerin matematiksel aragtirmalarina ve destekleyici literatiir bilgilerine Bolim 3
‘te yer verilmigstir. Korelasyon fonksiyonlari, duraganlik tanimi ve tespit etme testleri,
modellemenin tanimi, MACD teknik analiz indikatorii, AR modelinin detaylarina yine
ayni boliimde yer verilmistir.

Tezin 4. Bolimiinde finansal verilerin Ongoriisii i¢in olusturulan yeni model
EMAVAR ’1n detayli aciklamalar1 mevcuttur. Farkli yillardan olusturdugumuz veri
setlerine EMAVAR modelinin uygulanmasmin detayli adimlar1 Bolim 5°te yer
almaktadir. Karsilagtirma amaciyla kullanidigimuiz AR modeli uygulamalarinin
detaylar1 da yine bu boliimdedir.

Son olarak, Boliim 6 ’da EMAVAR ve AR modelinin karsilastirmali sonug tablolar
bulunmaktadir.

Bu tezin amaci, finansal serilerin 6ngorusiinde dogruluk tahminini iyilestirmek i¢in
yeni bir model olusturmaktir.
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Ozetle, bu tezde Exponential Moving Average Vector Autoregressive (EMAVAR)
modeli, AR modeli ile karsilastirillmistir. Yapilan arastirmalar ve deneylerden elde
edilen sonuclara gore EMAVAR modeli 2 yillik veri lizerinde digerlerinden daha

bulunmustur.
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1. INTRODUCTION

Forecasting of stock price index and its movement are one of the most remarkable
applications of prediction of financial time series. The high-risk and high-efficiency
are together in the stock market. The financial time series are complicated, dynamic,
non-linear and chaotic in natural behavior (Abu-Mostafa & Atiya, 1996). These
features cause that there is no exactly truly information that could be estimated from
the past behavior. In addition, the stock market index is important for traders to make
investment policies. However, the stock price index is effected by many factors like
economic, social, political events in complicated manner. Although these issues, the
forecast of stock index is one of most remarkable researches for many industrial

experts and scholars.

There are a lot of researches to forecast stock price and its relationship between other
macroeconomic values. The experts and scholars have been studied for this aim with
different methods. Basc1 and Karaca (2013) researched the relationship between ISE
index 100 and set of four macroeconomic variables by using Vector Autoregressive
model. They used Exchange, Gold, Import, Export as independent variables, ISE index
100 as dependent variables with the period from January, 1996 to October, 2011. The
seasonal adjustment were made because all variable had seasonality. The first
difference took all series to eliminate unit roots. The result of the study showed that it
was explained 31% by share indices. In addition, Bator (2018) et al., examined the
relationship the percentage of impact of endogeneous shocks and the direction of
causality between some macroeconomic variables. These variables are foreign direct
investment, unemployment rate and real gross domestic product exchange rate in
Ghana. The Johansen cointegration test via VAR Model and VECM was used to
determine long or short dynamic connections between the chosen macroeconomic
variables with period from 1992 to 2016. Granger Causality Tests, Forecast Error
Variance Decompositions and Impulse Response Functions were studied for the

dynamic interactions. For determining stationarity, ADF Test were applied on data and



all of variables of first differences were useful. Findings of this research, the effect of
FDI variables were positive on the selected macroeconomic variables.

Moving Average Convergence Divergence (MACD) is the most known technical
indicator utilized by investors. When MACD is applied, it makes recommendation for
traders to buy-sell decision. MACD is computing with 3 Exponential Moving Average
(EMA) values. 26-days EMA and 12-days EMA of the data is calculated. Then, their
subtraction of these EMAs gives the MACD line. The signal line is obtained from 9-
days EMA of MACD. The details of MACD is given in Section 3.7, the experts

comment to decide buy-sell (bearish-bullish) behavior.

Vector Autoregression (VAR) Model is the most used forecasting model in the
academic studies. The endogenous (dependent variable) value is modeled with the
exogenous (independent variable) values to estimate. VAR is used for multivariate
time series. The structure of VAR model is that each variable is a linear function of

past lags of itself and past lags of the order variables.

In this project, the data used for modeling and forecasting is the daily (5-days a week)
closing stock prices of BIST-100 and the banking sector between 2012-2018. The data
is provided by KAP (KAP, 2019). Two different models are used for modeling and
forecasting. A new model labeled as EMAVAR (Exponential Moving Average Vector
Autoregressive), which is the main subject of this thesis, is compared with the AR
model. A comparison has been done between the forecasted values obtained using
these two different models. The aim of the comparison is showing that the new model

give a better forecast.

The new model called as EMAVAR is inspired by the VAR model and the MACD
indicator. In EMAVAR, the data is not modeled by means of different exogenous
variables (as the VAR model), but by the different EMAs of the data itself. The EMAs
are 9-12-26 days. These numbers are inspired by the formula of MACD indicator used

in technical analysis.

This study was performed to produce a new model to improve the accuracy of
estimation. This thesis is structured as follows: a general information about financial
time series and literature review are given in the Section 2. 3" Section is allocated to
theoretical knowledge about basic statistics, modeling and forecasting used in this

study such as; Autoregression (AR), Moving Average (MA), Vector Autoregression



(VAR), ADF, Unit Root Test, the information criterias for deciding model of goodness
of fit. The EMAVAR model is explained in details in the 4™ section. Then, the
applications of the EMAVAR and AR models on the data are given in the 5% section.
Finally, comparison, results and conclusions are given respectively in the 6", 7" and

8™ section.






2. LITERATURE REVIEW

In recent years, many studies have been made to anticipate the financial time series or

determine its movements by using different methods.

Technical indicators help traders for decision of making investment. For this purpose,
Rosillo et al. (2013) compared the RSI, MACD, Momentum and Stochastic rules
which known as technical indicators, in Spanish market companies with their studies.
The computer tools was created to help the decision making in the stock exchange for
small investors and remove the ambiguity caused by different indicators. In

conclusion, it is achieved with the tools were wrote in C#, .NET software languages.

Technical analysis is very important to make investment for traders. To decide to buy
or sale behavior was shown by using the technical indicators. Yazdi and Lashkari
(2013) focused on the popular indicator MACD for 4 currencies: EURUSD, GBPUSD,
USDCHF, USDJPY. The 4 currencies were compared with each other by using Virtual
Historical Trader Software (VHTS) and found the better one.

Chong and Ng (2008) were used two technical indicators MACD and RSI to see
profitability of these indicators. The 60-years data of the Stock Exchange FT30 Index
in London were used in the experiment. The findings obtained from this study, in most
cases, the RSI as well as MACD rules can produce good results than the buy and hold

strategy.

Some principles are beneficial for economic researches: make model simple, use all
data you have, use theory as a guide to chosen fundamental variables. However, theory
does not give enough information about the dynamics. The researchers did not get
successful result because they did not give importance to dynamic structure. The
Vector Autoregressive (VAR) approach developed in the 1980s in first. It resolved this
issue in the simple way by moving towards dynamics and away from collecting many
causal variables. The VAR approach also resolved the problem of how to make long
term forecasts where the fundamental variables themselves must be forecast (Allen &

Fildes, 2001). There are a lot of studies about VVector Autoregression.



Gerceker (n.d) studied the effects of foreign direct investments on economic growth.
Economic growth of Turkey and the foreign direct capital investment was analyzed by
using the period of January, 1995 and September, 2007 in monthly. First of all, Unit
Root Test was used for determining the stationarity. The result of this test, take the
first differences of variables to eliminate unit roots. Afterwards, VAR model was
applied with eight lags. In conclusion, the relationship between these variables were

determined positively and they acted each other in long term.

Ozsoy (2009) aimed with this research to detect the direction and magnitude of the
relationship between different levels of education and economic growth in Turkey.
With this purpose, 1923-2005 Gross Domestic Product and the number of students in
different class in Turkey were used for testing with VAR model. First of all, the
Augmented Dickey-Fuller (ADF) Unit Root Test was used for determining the
stationarity of data; secondly, the existence of cointegration was tested with Johansen
method; thirdly, causality testing was determined with Granger Causality Test. Finally,
conclusion of all of these tests, Vector Error Correction Model (VECM) was applied
on series and these results were comment with Impulse Response Functions and
Variance Decomposition Process. The findings obtained from this study, the
relationship between education and economic growth in Turkey is positive. According
to this conclusion, Turkey should pay special attention to education for sustainable

economic growth.

VAR model was used different data of forecast. For example, Song and Stephen (n.d)
studied to forecast tourism flows to Macau from 8 major countries which was selected
over the period 2003 to 2008. He used this model because this model able to produce
accurate medium to long term forecasts and does not require discrete forecasts of the

explanatory variables.

Uysal et al. (2008) investigated shaping economic policy with basic objectives of
growth and high inflation were intended to determine whether they constitute an
obstacle to the realization of these goals. The annual data for the period of 1950 - 2006
were used, econometric analysis was performed with the help of VAR technique.
Information was given about the theoretical framework of the subject and the studies
in the literature. After the information on econometric methods and results, the
relationship between the general level of prices and the growth rate, which are still

highly sensitive to economic and political developments.



Forecast of exchange rate is very attractive issue from early time. It is affected from a
lot of factors like economical, psychological or political conditions. Mida (2013) used
four fundamental economic variables. They can be listed as inflation rate, interest rate,
unemployment rate and industrial production index and studied their effect on
fluctuations of exchange rates by using the Vector Autoregressive Model. The Vector
Autoregressive model is a model to examine multivariate time series and is used for
forecasting and describing dynamic performance of economic and financial series. The
VAR model and Random Walk model were compared and the result of this research
the RW model is better than VAR model for period one year. On the other hand, the
VAR model was better than RW in the period 3 months.

The relationship between two or more variables can be determined by correlation and
regression. If the the variables are multiple and the dependent variable has explanatory
variable, a VAR model is used to define this relationship. In this research, the structural
relationship and determining forecast performance of a VAR model and Time Series
Regression with Lagged Explanatory Variables were focused on the data of some
Nigerian economic series. The data was examined and the Root Mean Square Forecast
Error (RMSFE) and Mean Absolute Percentage Forecast Error (MAPFE) were used as
the measurement of criteria. According to findings of this research, the VAR model
was better than Time series regression with Lagged Explanatory Variables model as
shown by Meta diagnostic tools (A.l. & T.O., 2013).






3. THEORETICAL KNOWLEDGE

3.1 Hypothesis Testing

Hypothesis testing is the methodical process to test statements or ideas about a group
or population. It is used for learning more about the characteristic in given population
by using selected samples. The aim of hypothesis testing is to define the likelihood
that a given population parameter is likely to be true.

The hypothesis testing consists of four steps, respectively: define the hypothesis, adjust
the criteria for a decision, compute the test statistic and make a decision. These steps

are explained as follows.

The first step is to state the value of population mean in null hypothesis. Null
hypothesis is a declaration about a population parameter, it presumed to be true. The
null hypothesis is symbolized as Ho. On the other hand, wrong thought about the null
hypothesis is called as an alternative hypothesis. The alternative hypothesis is
symbolized as Hi. The alternative hypothesis is defined as it is directly contradiction
with the null hypothesis. The second one is setting criteria for a decision. In this step,
the level of significance is used. Level of significance is defined that the criterion of
determination. This determination is about the value stated in null hypothesis. The
level of significance is generally accepted 5% in emprical science. The probability of
obtaining a sample mean is less than 5%, when the null hypothesis is true. The stated
value in the null hypothesis is rejected, the null hypothesis is true. Next step is
computing in the mathematical test statistic. It is used for making a decision about the
null hypothesis. The last and forth step is making decision. It is based on probability
of finding sample mean. To sum up, there are two decisions about the null hypothesis.
First one is to reject the Ho that means the probability of obtaining sample mean is less
than 5%, when the null hypothesis is true. Other decision is to retain the Ho that means
that the probability of obtaining sample mean is greater than %5, when the null
hypothesis is true. The last definition about hypothesis testing is p-value. p-value is



positive number between 0 and 1. It is the probability of obtaining sample mean result.

It is used to compare to the level of significance (Introduction to Hypothesis Testing).

3.2 Confidence Interval

One type of interval estimates is confidence interval (Cl). It is computed with help of
the statistics of the observed data. It may contain the true value of an unknown
population parameter in the calculation. The confidence interval is an inferential
statistical solution tool, which is a kind of interval estimation for a population
parameter in statistical science. It is possible to estimate the value of a parameter with
a single number, and there is a range of two (lower and upper limit) numbers that can
cover this parameter value. Thus, confidence intervals show how reliable an estimate
is (Wikipedia, n.d.).

It is calculated with this formula:

T _ 3.1)

where u is mean, a is confidence level, o is standard deviation and n is sample size.

3.3 Correlation Functions

Correlation functions are format as a variation of statistical tests, used to define the
relationship between two or more sets of data.
The autocorrelation function can used for the following two purposes:

e To specify non-randomness in data set.

¢ If the data are not random, specifying an appropriate time series model.
AR(p) process lag number p determine with PACF, in the same way, MA(Q) process
lag number g determine with ADF.
3.3.1 Autocorrelation Functions

1, represents the values of time series at time t. Autocorrelation functions of the series

show correlations between r; and r,_; for (I = 1,2,3 ...).

The autocorrelation between r; and r;_; equals to below equation:
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Covariance(rs, 1i—;) _ Covariance(ry, 1) (3.2)
Std.dev. (r,)Std.dev. (r_;) Variance(r;)

The denominator in the second side appears as variance be